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KEYWORDS Abstract The energy efficiency of port container terminal equipment and the reduction of CO,
Automated guided vehicle emissions are among one of the biggest challenges facing every seaport in the world. The article pre-
(AGV); sents the modeling of the container transportation process in a terminal from the quay crane to the
Container terminal; stack using battery-powered Automated Guided Vehicle (AGV) to estimate the energy consump-
Energy consumption; tion parameters. An AGV speed control algorithm based on Deep Reinforcement Learning
Deep reinforcement learning; (DRL) is proposed to optimize the energy consumption of container transportation. The results
Moc.lel'ing;. obtained and compared with real transportation measurements showed that the proposed DRL-
Optimization based approach dynamically changing the driving speed of the AGV reduces energy consumption

by 4.6%. The obtained results of the research provide the prerequisites for further research in order
to find optimal strategies for autonomous vehicle movement including context awareness and infor-

mation sharing with other vehicles in the terminal.
© 2022 THE AUTHORS. Published by Elsevier BV on behalf of Faculty of Engineering, Alexandria
University. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).

1. Introduction the transport sector has not followed this general trend and,
as a result, its relative contribution to overall GHG emissions

The European Environment Agency (EEA) (2020) data show in Europe have become more signi.ﬁcant. According to E}lrope
that there has been a steady overall reduction in greenhouse  eport[1] of Greenhouse gas emissions from transport, without

gas (GHG) emissions in the EU in recent years. However the implementation of additional measures, an increase could
be observed until 2025, and the reduction expected thereafter

would still leave transport emissions in 2030 around 10%
above 1990 levels. The transport sector CO, emissions repre-
sent more than one-fourth of total EU28 greenhouse gas
(GHG) emissions in 2017.
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In recent years, the research about the optimization of
energy consumption has been spreading over the world. Some
studies [2] suggest that energy innovation helps to reduce car-
bon emissions however others express their concerns about the
negative environmental impacts for technological progress.

According to the results of the investigations of CO, emis-
sions in port container terminals [3,4] the yard terminal trac-
tors, rubber tyred gantry cranes (RTGs) and quay cranes are
the main emission sources. This leads the researchers and ter-
minal operators to focus on the research of energy efficiency in
ports terminals. Iris and Lam in [5] has made one of the first
comprehensive literature reviews of operational strategies,
technologies, and energy management systems for energy effi-
ciency in ports. The energy savings and emission reductions
can be achieved with energy management, state-of-the-art
technologies, and operational improvements. Researchers state
that some ports have phased in electrified/hybrid equipment
such as E-RTG, BAGVs, ALVs, [AVs. There is no single
method, technology or management system that dominates
the remainder with respect to energy efficiency, cost of invest-
ment and ease of implementation. According to Yang Y.C. [6]
the optimal green port assessment criteria could lead to lessen-
ing the berthing time of ships in port and reduce energy costs
and CO, emissions. Another case study of the Shekou Con-
tainer Terminal evaluating the emission reduction strategies
for berthing containerships concluded that a combination of
shore power system and increasing quay crane efficiency has
the highest emission reduction potential [7].

The solution to increase an efficiency, save energy and
reduce emissions in container terminals is to optimize and
modernize current equipment and processes and the most
accessible method is to optimize the yard crane and automated
guided vehicle (AGV) scheduling and path planning opera-
tions. For instance, Chen et al. [8] developed an efficient rout-
ing for multi-AGV by combining centralized control with
decentralized control, based on the Ant-agent and this
allowded to improve the performance on collision avoidance,
transportation distance and transportation efficiency. In
another similar study [9] a 10.98% reduction in AGV energy
consumption was achieved by applying energy benchmark
methodology for energy-efficient path planning. Yu et al.
[10] have focused on the emissions from yard tractors during
loading in container terminals. The bilevel bi-objective model
for AGV scheduling problem enabling reduction of energy
consumption has been designed by Wang et al. [11]. The
numerical experiments have verified the effectiveness of the
bilevel model as the overall energy consumption decreases by
11.65%. The yard crane scheduling problem has also been ana-
lyzed by He et al. [12] where authors formulated a mixed-
integer programming (MIP) model with two objectives: to
minimize the total completion delay of all task groups and
the total energy consumption of all YCs. The authors have
developed an integrated simulation optimization method with
genetic algorithm (GA) and the particle swarm optimization
(PSO) algorithms. The simulation results showed that the pro-
posed method can solve YC scheduling problems with varied
sizes however in real-world the arriving time and handling vol-
ume of each task group would fluctuate and cannot be pre-
dicted accurately by the proposed model. One of the most
promising methods to solve scheduling problems is reinforced
learning methods. The flow-shop scheduling problem (FSP) is
one of the most widely studied job-shop scheduling problems

(JSPs) and could be applied to many different engineering
areas. Ren J. et al. [13] was solving flow-shop scheduling prob-
lem with a reinforcement learning algorithm that generalizes
the value function with neural network. Experimental results
showed that the proposed algorithm framework can effectively
solve FSPs however additional research is needed to be capable
of solving JSPs of various scales.

With the development of Al technologies, more and more
studies have attempted to apply deep learning and reinforce-
ment learning methods for energy efficiency improvement.
For instance, the renewable power source energy consumption
by hybrid machine learning model by using CatBoost, Multi-
layer Perception and Support Vector Regression methods
has been developed by [14]. [15] has developed microgrid
energy management using deep Q-network reinforcement
learning. Also, [16] considers energy management of intelligent
building based on deep reinforced learning. Others [17] analyze
reliability-driven distribution power network dynamic recon-
figuration by the deep reinforcement learning methods.

Authors in [18] have proposed a DRL approach that uses a
deep deterministic policy gradient algorithm for integrated
control of HVAC and electric battery storage systems in the
presence of on-site PV generation. The DRL algorithm has
been trained on synthetic data and were evaluated on the phys-
ical test building. The performance in delivering energy effi-
ciency, load shift, and load shed was evaluated using price-
based signals. The results showed that the DRL-based con-
troller can produce cost savings of up to 39.6% as compared
to the baseline controller while maintaining similar thermal
comfort in the building.

Ren et al. [19] proposed a deep neural network-based real-
time optimal navigation for an automatic guided vehicle with
static and dynamic obstacles. The performed numerical exper-
iments demonstrated that the proposed model was able to gen-
erate the optimal control instructions on-board to steer the
AGV to the desired location under the ideal simulated
conditions.

Another approach to minimize carbon dioxide emissions
during the container handling at marine container terminals
was made by using the hybrid evolutionary algorithms [20].
The paper presents a mixed-integer mathematical model for
the berth scheduling problem, which minimizes the total ser-
vice cost of vessels, including the total carbon dioxide emission
cost due to container handling. Unlike typical stochastic
search algorithms, the proposed algorithm deployed a set of
local search heuristics to facilitate exploration and exploitation
of the search space.

A new method for marshaling plan using a reinforcement
learning considering the desired layout of containers in port
has been developed by Hirashima et al. [21]. In the proposed
method, the learning process consists of two parts: rearrange-
ment plan assuring explicit transfer of container to the desired
position, and removal plan for preparing the rearrange opera-
tion. By using simulation authors have proved that the learn-
ing performance can be improved as compared to the
conventional methods.

Eglynas et al. [22] made research and evaluation of the
energy consumption of container diesel trucks in a container
terminal at Klaipeda port. Authors developed a mathematical
model which describes the instantaneous energy consumption
of the diesel trucks, considering their dynamic properties and
the overall geometry of their routes ““Ship-Truck-Stack-Ship™
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using the superposition principle. The modeling results showed
that an instantaneous evaluation of energy consumption can
reveal areas in the container transportation process that have
the highest energy loss and require the introduction of new
management and process control initiatives.

However, no papers were found on the application of deep
reinforcement learning for optimization of energy consump-
tion and reduction of emissions in the AGVs.

To develop an integrated energy-efficient adaptive autono-
mous crane and autonomous electric vehicle control system,
there is a contradiction between energy efficiency and process
time. The increase of the loading time reduces the energy con-
sumption. To reduce the loading and transferring time, it is
necessary to increase energy consumption. This optimization
task is also influenced by the mass of the cargo, the maximum
allowed acceleration of the container, traffic in the container
terminal, and the weather conditions. It is necessary to deter-
mine the influence of these parameters on the loading process,
to find the total minimum energy consumption under the
appropriate conditions.

In this paper, we propose a new deep reinforcement
learning-based AGV control approach which will be able to
optimize the energy consumption of the AGV by dynamically
controlling movement speed according to the route conditions
at container terminal territory.

2. Deep reinforcement learning for AGV control

The organization of AGV work in port container terminals is
very important, affecting the speed of container transportation
and pollution of the port environment, which is directly pro-
portional to energy consumption. Container transportation
in the terminal area from the quay crane to the stack and vice
versa in many terminals is still performed by trucks operated
by a human. This study is based on the hypothesis that the
transportation of containers by a human-operated truck at
the container terminal is not optimal and energy consumption
or transportation time can be optimized. Usually, when trans-
porting a container in the terminal area, AGV moves on fixed
trajectories that have certain speed sections. From a modeling
point of view, a speed limit must be set at a certain point on the
trajectory. Therefore, the AGV speed controller must comply
with these restrictions and at the same time find the optimal
balance between energy consumption and transport time.
Finding an optimal strategy for transporting the container
from the quay crane to the stack in terms of energy consump-
tion can be formulated as a reinforcement learning control
problem where the environment is formulated as Markov

/
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Fig. 1 Reinforcement learning control problem as MDP [23].

Decision Process (MDP) (Fig. 1). According to the standard
reinforcement learning setup, an agent interacts with an envi-
ronment in discrete time steps by receiving observation and
applying an action, and trying to find an optimal policy, when
the agent receives a positive or a negative reward while per-
forming an action.

In the case of this study, the environment is represented by
the AGV model, where observation parameters (state S) —
instantaneous power, movement speed, and acceleration are
measured and target movement speed actions A from continu-
ous spaces are applied. According to the types and dimensions
of the environment input and output parameters, an actor-
critic, model-free algorithm based on the deep deterministic
policy gradient (DDPG) [24] is used, that can solve control
problems where large dimensional and continuous state and
action spaces are required.

2.1. Model of environment

In this research, the environment interacted by the DRL agent
is represented by the AGV model which takes action to set the
speed of movement and outputs the state parameters at a fixed
time step.

2.1.1. AGV motion model
The AGV movement consists of several components:

1. A model of resistance forces to AGV motion, describing the
forces acting on AGV motion. The following assumptions
and modelling parameters were applied to this model:

a. The territory of the port container loading terminal has
a flat surface, therefore the forces influencing the move-
ment uphill or downhill are not evaluated [22,25];

b. AGV moves in the port area where there are many high
elements - stacks, ship, warehouses, as well as AGV
moves quite slowly (up to 8.3 m/s) [22,26], therefore
only air resistance is assessed without assessing wind
directions;

c. The condition of the paved road surface - ice, snow, wet
or dry - has not been analyzed with a view to addressing
it in future studies.

2. AGYV electric drive model. The following assumptions and
modelling parameters were applied to this model:

a. AGV power source - LiFePO, batteries [27];

b. AGV has two asynchronous motors with increased
starting torque [28,29];

c. The gear unit is evaluated by the gear ratio (i = 10) and
the efficiency factor (., = 0.9) [30], without modeling
the mechanical drive in detail,;

d. Wheel diameter — 1 m;

e. DC / AC converter - adopted Matlab/Simulink model
consisting of three-phase MOSFET inverter [31];

f. Drive control system - a slave consisting of a speed PI
controller and a current two-position controller and a
PWM signal generator that controls the DC / AC con-
verter [31].

Thus, the AGV motion resistance force model hereinafter
referred to as the load model, consists of two main modes:
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1. When the AGV is standing;
2. When the AGYV is driving:
a. When the AGV is driving with acceleration (positive
and negative) on a flat road;
b. When the AGV is traveling at a constant speed on a flat
road.

The resistance forces of the AGV motion are defined as
follows:

1. Rolling friction Fy:

Fy = mgf (1)

Were m is the AGV mass, g is the free fall acceleration, f'is
the rolling friction coefficient, which depends on:
f=fy-(1+Ay-v?), fo — is the coefficient of friction set at
low speeds between 0.006 and 0.01 [32] between the rubber tire
and the asphalt; A, - empirical coefficient — (4.5) 107.

2.Air resistance force F.

FUfV‘ = %paierAV2 (2)

where p,;. - air density, C, - aerodynamic fluidity coefficient
for AGV itis from 0.6 to 0.7 [20], 4 = h,-b area of AGV front,
h, - AGV height, b - AGV width, v - AGV speed.

3.Force of inertia resistance Fj,:

En - Enl + EnZ (3)

where Fj,; is the inertia force estimating the mass of the
AGV, F;,, is the inertia estimating the inertia of the rotating
parts (wheels, motors, reducers). While accelerating the force

is positive, decelerating - force is negative.
The above forces of inertia Fj,; and F;,»:

Fy = md 4)

Fup=J5a Q)

where J is the equivalent moment of inertia of all rotating
parts, i is the gear ratio, r is the AGV wheel radius, «’ is the
AGYV acceleration.

4.Total force F of resistance to movement:

F=Fy + Fup + Foy = mgfy(1 + Ag?) +1p,, Cadr? £ (m + J%)a’

(6)
5.Total moment M of resistance to movement:
M= # [mgfo(l + Ap»?) + %pm-,.Cdsz + (m + J%) a’] (7)
6.Total power P of resistance to movement:
P= v[mgfo(l + Ao?) + 1 Cadv? £ (m+]§)a’] (8)

2.1.2. AGV electric drive model

The AGYV electric drive consists of two asynchronous electric
motors, with two cages, and their models are described by
the equations below. The motor model was changed from a
three-phase to a two-phase model using the abc-dq transfor-
mation. Motor voltage balance equations [31]:

. A
V‘IS = Rslfﬁ + Ztl + WP g (9)

Vis = Ryigs + dZ,[’S — 0P (10)
. do'
0= Ryiy + Zlf' + (0 — @)@l (an
N do'
0= Ry, + ’:;[/,-1 e Ch w")(p;rl (12)
; dg!
0=Ryi, + =2+ (00— 0,) ¢l (13)
. dy,
0 =Ryl + =42 — (0 — )@, (14)
Motor qd system flow equations for modeling [31]:
%:g%+g@%+%) (15)
Py = LSidS + Lm (i;'r'l + i:/r'Z) (16)
90;,-1 = L:'li;rl + Lyiqs (17)
@y = Ly iy + Linias (18)
(/’;;-2 = L:-zi:p-z + Linis (19)
Pr = Lipiyy + Linias (20)
Motor electromagnetic torque [31]:
M€ = l'Sp((pdxiqS - §045i¢{5) (21)
Motor mechanical system model [31]:
. — LM, — Bo, — M,] (22)
4 = w, (23)

Where Ls = Lls + Lma L)rl = L’lrl + Lms L’rZ = Lylr2 + Lma
R, and L, — stator resistance and leakage inductance, L,, —
magnetizing inductance, L, — total stator inductance, V,, and
iqs — q axis stator voltage and current, ¥, and iy — d axis stator
voltage and current, ¢, and @, — stator ¢ and d axis fluxes, o,
— angular velocity of the rotor, 0, — rotor angular position, p —
number of pole pairs, w, — electrical angular velocity (w,p), 6, —
electrical rotor angular position (6,p), M, — electromagnetic
torque, M, — shaft mechanical torque, B — combined rotor
and load viscous friction coefficient, R’,; and L’j.; — rotor resis-
tance and leakage inductance of cage 1, R’,, and L, — rotor
resistance and leakage inductance of cage 2, L’,; and L., —
total rotor inductances of cage 1 and 2, i’;,; and i’y — ¢ axis
rotor current of cage 1 and 2, i’y,; and i’y,., — d axis rotor cur-
rent of cage 1 and 2, ¢’;,; and ¢’4; — g and d axis rotor fluxes
of cage 1, ¢’qr» and ¢’q> — ¢ and d axis rotor fluxes of cage 2.

Because the model of the drive is created using the Matlab/
Simulink block, the model of DC/AC inverter was selected as a
universal bridge block, which physically switches and allows
using the forced-commutated device. In our model composi-
tion, the MOSFET three-phase bridge inverter was selected.
The Inverter is commutated using the PWM pulse modulator,
which incorporates a cascade control system of speed and
motor current.

The battery of the model is modeled by using a standard
Matlab/Simulink model with mature lithium-ion battery chem-
istry of LiFePOy, which is created by using these equations
[33-36]:
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1. Discharge model (i* > 0):

fi(it, i*,0) = By — K% " —K Q{., it + Ce= P (24)
2. Charge model (i* < 0) — at this stage the charge was not
simulated in the study that is presented in this paper.

In the equations: Ej is constant voltage, in V, K is polariza-
tion constant, in V/Ah, or polarization resistance, in Ohms,
i* is low-frequency current dynamics, in A, i is battery current,
in A, itis extracted capacity, in Ah, Qis maximum battery
capacity, in Ah, Cis exponential voltage, in V, D is exponen-
tial capacity, in Ah~'. During the modeling, the aging and
temperature effects were not included in the model.

The control system as mentioned consists of speed feed-
back, AC feedback, ABC-dq, and dq-ABC conversion, thus
a PI speed controller and two-position current regulator,
which generates the pulses for the MOSFET converter of the
AGYV drive. The control system is presented in Fig. 2, which
was adapted to the needs of the analyzed AGV system.

Thus, concluding the final AGV drive system is presented in
Fig. 3.

Using AGV drive system model, the following parameters
are used in observations and reward generation for DRL
agent: AGV movement speed [m/s], movement acceleration
[m/s?], power [W] distance [m], time [s].

2.2. Actor-critic model

According to [24] the DDPG agent is designed according to
actor-critic architecture, where two deep neural networks are
used (Fig. 4). The actor network approximates the policy func-
tion by taking observations of the environment and returning
the corresponding action that maximizes the long-term reward.
The critic network approximates the Q-value function by tak-

ing observation and action as inputs and returning the corre-
sponding expectation of the long-term reward. This Q-value
approximation method is chosen due to the fact that continu-
ous values (movement speed and acceleration) are used to esti-
mate the state of the AGV, resulting a large state space and, in
this case of reinforcement learning, a tabular Q value estima-
tion method is not suitable.

The observation s, = [v,, a’;, e,,, Ae,,] at time step ¢ is used
by actor and critic where:

v, — AGV movement speed [m/s], at time step ¢,

a’, — AGV movement acceleration [m/s], at time step #;

e,;— AGV movement speed error between speed limits at an
appropriate position of the route and actual speed [m/s], at
time step #;

Ae,, — a derivative of AGV movement speed error between
the speed limit and actual speed [m/s], at time step ¢.

The action is represented by a unary parameter «, that
defines the targe speed for AGV at time step ¢.

The O (s,a) function is learned using the Bellman equation
[24]:

O™ (s a,) = [Ex/+|~E-,a,~7r["(Sn a;) + YE[Q" (1115 @r11)]] (25)

where y € [0,1] is a discount factor. And an actor policy is
updated using the sampled gradient:

vU“:“'s, ~ lN Z de (S7 a|9Q) ‘s:.?,-. n:u(:,)v()“/’l(‘g‘eﬂ) |s,- (26)

where u(s|0") is a parameterized actor function which eci-
fies the current policy by deterministically mapping states to
a specific action [24].

2.3. Reward estimation

In this research, the agent gets a total reward by summing up
penalties and rewards of appropriate parameters of the envi-
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Fig. 2

Cascade Speed, current control system of AGV drive.
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ronment. The agent maximizes positive reward at every time
step if AGV movement speed approaches to the speed limit
at the appropriate position of the route. This can be achieved
by applying the Gaussian function with curve’s peak of unit
height:

2

(=02

f()c) —e 22 (27)

Where ¢ is the mean or the position of the center of the
peak (in this case ¢ = 0). ¢ — standard deviation which
describes the dependency of the positive reward on the distance
of the speed value from the limited ones. Such a description of
the reward function component ensures that the agent will seek
to maintain the maximum possible movement speed of AGV
depending on the position of the driving route. Whereas the
optimization of AGV movement also takes place in terms of
transport time and energy consumption, the penalty is directly
proportional to power generated by AGV at every time step is
applied. The total reward r,, provided at every time step ¢, is:

7‘:(€’v7P) = ¢|3_% — G P — (28)

Where e, is the error between speed limits at the appropri-
ate position of the route and actual speed at time step ¢, P, is a
power generated by AGV at time step 7, and ¢, ¢,, ¢ are the
coefficients which represent the weight of AGV movement
speed, power and step cost respectively to the total reward at
time step t.

3. Results and simulations

Simulation conditions of the proposed optimization method
are based on real measurements of container truck routes from
the quay crane to the stack at the Klaipeda container terminal.
In the figure below we can see the case of movement speed
measurements the container truck while transporting container
on a specific path (Fig. 5) when truck mass was 17800 kg,
cargo mass — 31100 kg, and total route length 822 m.

Based on the real conditions of container transportation at
the terminal, a Simulink model was developed integrating deep
reinforcement learning-based agent and battery-powered AGV
model (Fig. 6).

The distance to the driving route (target_distance) is set to
822 m. By comparing this parameter with the actual distance

L L L .
0 50 100 150 200 250 300 350 400 450 500
Time [s]

traveled, a condition for stopping the simulation for the
AGYV agent is created. It also stops if the simulation time
exceeds the set limit of 10000 s during the training process.
Next, based on the distance traveled by AGV, the Matlab
function block generates speed limits (speed [im), according
to which the speed error is calculated. This parameter, together
with the speed and acceleration parameters obtained from the
AGYV model is used to generate observations i.e., four param-
eters vector: AGV movement speed [m/s], AGV movement
acceleration [m/s2], AGV movement speed error between
speed limits at an appropriate position of the route and actual
speed [m/s], and derivative of AGV movement speed error
between the speed limit and actual speed [m/s]. Finally, a
reward calculation block is used that receives the instanta-
neous AGV power and speed error at the input, and using
these parameters, the reward is calculated according to equa-
tion (28). To get the best training performance the values of
coefficients ¢, ¢,, ¢; and o were empirically selected 15,
0.00024, 1 and 3.5 respectively and the reward in this block
is calculated by:

ri(er, P) = 150735 — 0,00024P, — 1 (29)

DDPG agent training was performed using Matlab R2021a
and the Reinforcement learning toolbox where the training
hyperparameters were selected as shown in the table below
(Table 1).

The training progress of DDPG agent is shown in the pic-
ture below (Fig. 7). The training process was stopped after 200
training episodes where the average reward of 5 episodes
reached 1830.72.

To test the trained agent, a simulation scenario was devel-
oped based on the real container transportation case:

. Wait for 10 s

. Drive 30.0 m, when the movement speed limit is 2.3 m/s
. Stop and wait for 50 s

. Drive 286.0 m, when the movement speed limit is 7.5 m/s
Stop and wait for 10 s

. Drive 29.0 m, when the movement speed limit is 2.0 m/s
. Stop and wait for 30 s

. Drive 18.0 m, when the movement speed limit is 2.7 m/s
. Stop and wait for 50 s

. Drive 459.0 m, when the movement speed limit is 6.0 m/s

. path
-100
80y
E .60
X
= -40
8
G 20|
-~
~ ol
20
0 200 400 600

Position Y (m)

Fig. 5 Case of container transportation measurements on a container truck at Klaipeda container terminal: movement speed (left) and

transportation path (right).
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—» rewar action -
action
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Fig. 6 Simulink model of deep reinforcement learning-based AGV control for container transportation.
According to this scenario the total distance traveled is
Table 1 DDPG agent training hyperparameters. 822 m and waiting times are set according to the real possibil-
BRreier Value ities to stop and give way to other AGVs. In the implementa-
: tion of this scenario, two simulations were performed (Fig. 8):
Sample time ls
Learning rate for actor 0.001 . . . .
Learning rate for critic 0.005 1) without using deep reinforcement learning (DRL) con-
Batchisioe 128 troller i.e., movement speed was set to speed limit at
Experience buffer length 1,000,000 an appropriate distance of the route
Target smooth factor 0.001 2) using DRL controller agent that automatically sets
Target update frequency 1 AGYV movement speed according to the reward
Exploration noise standard deviation 0.05
Exploration noise mean o 0 When a DRL controller agent is used, a slower speed than
Exploration noise standard deviation decay rate 0.00001

the speed limit is always selected depending on the reward
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Fig. 7 Cumulative reward change during training of DDPG agent.
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Fig. 8 AGYV route simulation results without DRL controller
and using DRL controller agent.

function and as a result, a travel time is automatically extended
by 53 s. However, there is a noticeable reduction in energy con-
sumption when using a DRL controller agent (Fig. 9). In this
case, the when a DRL controller agent is used an energy con-
sumption is decreased by 0.05432 kWh (i.e., from 1.18025 kWh
down to 1.12593 kWh) and this is 4.6%.

During the training of the DRL agent, an optimal solution
is obtained according to the constructed reward function by
balancing energy consumption and time.

From the previous studies, it can be seen that most con-
tainer terminal and AGV performance, travel distance opti-
mization methods are based on scheduling, path planning
and demonstrates good results in achieving a reduction in
overall energy consumption of 11.65% [11], reduction in trans-
portation distance and transportation efficiency of 4.4% and
21.8%, respectively [§], reduction in average energy cost of
25.53% [12], reduction in AGV energy consumption of
10.98% [9].

1.2 T T T T T T

— Without DRL controller
Using DRL controller

Energy [KWh]
o o
o ™
 ; T

o
IS
T

02r

0 1 I I L . I I
0 50 100 150 200 250 300 350

Time [s]

Fig. 9 AGYV energy consumption comparison without DRL
controller and using DRL controller agent.

In this research paper, a new DRL-based AGV energy con-
sumption optimization method was proposed and the research
results showed that by reducing energy consumption by 4.6%,
it can be used as a new approach, in addition to the already
mentioned scheduling and path planning, optimizing the oper-
ation of the container terminal.

4. Conclusion

Because of the increasing cargo flows in container terminals,
the optimization of the energy costs and duration of container
transportation becomes a key task. In this paper, we proposed
an AGV simulation model and a new DRL-based AGV con-
trol method that enables energy consumption optimization.
The specific conclusions are as follows:

e A simulation model of battery-powered AGV for container
transportation is proposed, which allows the simulation of
instantaneous energy consumption during container trans-
portation and can be used to solve energy consumption
optimization tasks in container terminals.

e A new DRL framework based DDRL agent model with
integrated AGV simulation model is built. The trained
DDRL agent model enabled to find energy and a time-
based optimal strategy for AGV speed control during con-
tainer transportation in a terminal.
Simulation and comparison with real transportation mea-
surements showed that the proposed DRL-based optimiza-
tion approach reduces energy consumption by 4.6%.
However, a transportation time increases, because of con-
tradiction between energy efficiency and process time.
Adjusting the weights of energy and time penalties used in
the reward function the required weight balance of these
parameters can be achieved. The proposed energy optimiza-
tion method can be used as a new approach, in addition to
the widely used scheduling and path planning, to optimize
the operations of the container terminal.

In future works, the research problem could be expanded to
find optimal strategies for autonomous vehicle movement,
including context awareness and information sharing with
other terminal vehicles.
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